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@ Review of GD and SGD
@ GD on logistic regression
@ convexity theory — |, 1/[

@ Notebook demo
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Review of Gradient Descent

Consider empirical risk

GD update:

If 0, = 0,_1, then 0, _1 is a fixed point of the)zpdate, and (for convex f) a global minimizer.
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Stochastic Gradient Descent

SGD update:
Ok = O0k—1 — i NViy,_(Xi,),
\—\/\__\ —

where iy is sampled uniformly from {1,2,..., n}.

Unbiasedness:
E [V fék—l (Xik )} — VQk—l f(X)'

L = mimi- hoteh /[g/ ':/ [, . /j
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Logistic Regression: model

Soj*twwx

Outputs are in . E i, |
Let f_g_il%ﬁ@(d, y € {0,1}™ parameters w € RY, b € R. >

N——

o 1
V\.oj’ S“M}D/Q-EZ&V‘FIDL y =o0(z), o(z) = =
v\—+
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Logistic loss

@_
J(w, b) 7\; Z Lyilog(yi) + (1 — yi) log(1 — )]
i=1 o
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Logistic loss

1 < . .
J(w,b) = ——3 lyilog(i) + (1 - yi) log(1 — 91)].
i=1
Exercise. ﬂ/’n{i C/lm’n ru ’e
v 0 o0J 9J '
o Write 9z' dw' b £
@ Write one step of GD for (M
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Gradients and one-step GD (standard form)

For logistic regression with y = o(z) and z = Xw + bl:

o) 1 o) 1 9J 1

_:_A_ - == TA_ - — TA_
5y m(y ), 50 = —X (y —y), 35 —1 (y —y)-
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Gradients and one-step GD (standard form)

For logistic regression with y = o(z) and z = Xw + bl:

o 1, o 1.1, 9 1.1,
E‘E(V_Y)’ = X (v —y), 5p = ol (y —y).
One GD step:
0J 0J
Wk = Wk—1 — TNk , bx = bx—1 — 1k

(9Wk_1 abk—l.
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Notebook exercise

Notebook exercise
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https://colab.research.google.com/drive/10CbVe7WiP4O3Ius6M_5B-sKk5guC-D6l?usp=sharing

Optimization: the key question

The key question in optimization is to find the_smallest (or largest) value of a function.
I\_/—\’\_‘_

minf(x) st x<eQ CR,

where:
@ (2 is the domain / feasible set

@ (f(x) is the objective function
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Convex set

Definition (Convex set). A set@is convex if for all x,y € Q and all A € [0, 1],

Ax+ (1 — Ny €.
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Convex set

Definition (Convex set). A set (2 is convex if for all x,y € 2 and all A € [0, 1],

AXA (1= Ay e

C={xeR" :}. ZIJ\X+ (/F/\)y//Z 2

Prove that C is a convex set. Jmmy/e rmézuﬂ// /)/\ )/2 Jr//( /V\)g/] /

Exercise. Let

yA
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Characterization of convexity

Theorem. The following statements are equivalent:
© £ is convex.
@ For any A\ € [0,1] and any x,y in the domain of f,

X+ (L= Ay) < ML= V()
] 0
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First-order characterization of convexity

Assume f : Q2 — R is differentiable and the domain £ is convex.

Theorem (First-order condition). The following are equivalent:

@ f is convex.
@ Forall x,y € Q,
f(y) = f(x) + (VE(x), y — x).
£
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First-order characterization of convexity

Assume f : 2 — R is differentiable and the domain €2 is convex.

Theorem (First-order condition). The following are equivalent:
Q £ is convex. 7Y

@ Forall x,y € Q, //
fly) = f(x) +(VF(x), y — x).

Geometric meaning: the tangent hyperplane at x is a global underestimator of f.
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Second-order characterization of convexity

Assume f : 2 — R is twice differentiable and the domain € is convex.

Theorem (Second-order condition). The following are equivalent:
Q f is convex.

@ For all x € €2, the Hessian is positive semidefinite:

Vf(x) =0 <= vTvzf(x)Jsz ‘v’vg]Rd}

Special case: if V2f(x) = 0 for all x, then f is strictly convex.
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Useful lemmas: why GD can work (intuition)

Lemma 1. For a convex function f(x), all local minima (if they exist) are global minima.

@ Proof idea: contradiction.

Lemma 2. Let {g;}7_; be convex functions. Then

g0 = > &)
=1

IS convex.
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First-order optimality for differentiable convex f

Theorem. If f is differentiable and convex, then the following are equivalent:
© x* is a (local/global) minimizer of f

@ Vi(x*)=0
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Exercise: quadratic objective

NI
T

.

et . WL
2

fw) =3 w3, weR

L ww
(1) Compute ol 2 :E]-xZ;cW‘ - W

@ Write the gradient update wy = wy_1 —qﬁVVf(Wk).

—

W
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Exercise: convexity of logistic loss

Exercise. Show that the logistic loss function J(w, b) is convex.

Hint. Compute the Hessian and show it is positive semidefinite (PSD).
N
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Wrap-up

Lﬂﬁwe Z’(L_

@ GD and SGD updates for empirical risk minimization

@ Convex sets/functions and key propertiesL/
Lonvex set

@ Logistic regression: model, loss, gradients, and GD steps
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